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Sub-Task B: Aspect Term Polarity Prediction
Input: Classifier: Output:

| have had so many problems with the computer. > Choose one of the 4 classes > negative
+ positive, negative, neutral and
conflict.

“the computer”, position 34-45
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sentences for the system to
learn to detect them.
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