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www.adaptcentre.ie Decoding Process 

Build translation left to right  

Select a phrase to translate 
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Maria Mary 

no did not 

dio una bofetada slap 

a la the 

bruja witch 

verde green 
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Build translation left to right  

Select a phrase to translate 

Find the translation for the phrase 

Add the phrase to the end of  

  the partial translation  

Mark words as translated 
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www.adaptcentre.ie Decoding Process 

One to many  translation 
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Many to one translation 
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Many to one translation 
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Reordering 
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Translation finished! 
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Yuehan  

 
xihuan 

Ҽ 
Mali  

John   loves   Mary 
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Yuehan  

 
xihuan 

Ҽ 
Mali  

John   loves   Mary 

The search is directed by a weighted 
combination of various features: 
ÅTranslation probability 
ÅLanguage model probability 
ÅΧΧ 



www.adaptcentre.ie Background: Machine Translation and Neural Network 

üStatistical Machine Translation (SMT) 

üDeep Learning (DL) and Neural Network (NN) 

o (slides taken from Kevin Duhôs presentation) 

üThe Gap between DL and MT  
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www.adaptcentre.ie Perceptrons - Linear Classifiers 



www.adaptcentre.ie Logistic Regression (1-layer net) 

Function model: Ὢὼ „ύ ὼ 

o Parameters: vector ύ ɴ  Ὑ  

o „ is a non-linearity, e.g. sigmoid: 

o „ᾀ  ρȾρ  Ὡὼὴ   ᾀ  

 

 

 

 

 

o Non-linearity will be important in expressiveness 

o multi-layer nets. Other non-linearities, e.g., 

o ὸὥὲὬ ᾀ  Ὡ Ὡ ȾὩ Ὡ  
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www.adaptcentre.ie 2-layer Neural Networks 

Called Multilayer Perceptron (MLP), but more like multilayer logistic regression 

21 Extracted from Kevin DuhΩǎ slides in DL4MT Winter School 



www.adaptcentre.ie Expressive Power of Non-linearity 

ÅA deeper architecture is more expressive than a shallow one 

given same number of nodes [Bishop, 1995] 

o 1-layer nets only model linear hyperplanes 

o 2-layer nets can model any continuous function (given suǣcient nodes) 

o >3-layer nets can do so with fewer nodes 

22 Extracted from Kevin DuhΩǎ slides in DL4MT Winter School 



www.adaptcentre.ie What is Deep Learning? 

A family of methods that uses deep architectures to learn high-level 

feature representations 

23 Extracted from Kevin DuhΩǎ slides in DL4MT Winter School 



www.adaptcentre.ie Automatically Trained Features in FR 

Automatically trained features make sense! [Lee et al., 2009] 

Input: Images (raw pixels) 

Ÿ Output: Features of Edges, Body Parts, Full Faces 

24 Extracted from Kevin DuhΩǎ slides in DL4MT Winter School 
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www.adaptcentre.ie The Gap between DL and MT 

Discrete symbols 
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Continuous vectors 


